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We examine a class of linear differential games in which the first player can 
exert impulse controls while the second player has at his disposal controls 
with geometric constraints. We formulate a game problem and we prove a 

theorem which answers the problem posed in the class of games being consid- 

ered. We present examples. The paper’s contents abut those in [l-5]. 

1, Let the equations of motion have the following form : 

dz= Bzdt+vdt+Nd@, ZERO, v=VcRn 0.1) 

Here p” is an n-dimensional Euclidean space, B is a constant square matrix of dimen- 

sion n, N is a constant matrix having IZ rows and r columns, V is a convex compac- 
turn. 

Let t > 0 and c LO, t] be a Banach space of continuous r-dimensional vector- 

valued functions x (z), defined on [O, t], with norm x([O, t], x (t)) = maxog+gt x 

II x (d II, where II x (4 II is the norm in an r-dimensional linear normed space R’. 
By W [O, t] we denote the space of r-,dimensional vector-valued functions Q, (r) of 
bounded variationon [O, t] ;thenorm in W [O, t], denoted by p (IO, t], 0 (T)), is ge- 
nerated by the norm x ([O, t], x (z)) as in the space adjoint to C [0, t] . 

Let there be given z. E R”, CT > 0, Q, (T) E W [0, 01 and the vector-valued 
function V (T) E V measurable on [O, o] . We assume that under the action of func- 
tions Q(r), v (r) the phase point z of system (1.1) displaces from the initial position 
to the point 

z (0) = eaBzO + i e@-+jBv (z) dz + \ e(“-r)BN d@ (z) (1.2) 
0 0 

at instant o , where the last integral is understood in the RiemannStieltjes sense. We 

introduce the variable 1-1, varying by the following rule : 

P (4 = PO - p (ro, 01, @ (4) (1.3) 

We write the constraints on the choice of function (r, (r) in the form of inequalities 

p (o) > 0 (1.4) 

By I we denote the set l_t > 0 and the direct product of R” and I by R” X I - In 
the game problem to be examined below we use the following rule. The first player choos- 

es a function @ (z), the second player the function v (r) E V. Let [z,; po] E R” X 1 
be the initial position ofthe game. According to his own judgement the second player se- 
lects oi > 0 and the control vr (T) E V measurable on [O, a,] . He communicates 
his own choice to the first player. Knowing the second player’s choice, the first player 

chooses the control @i (T) E W [0, 0~1 on 10, bl) so as to fulfil(l.4). Under the 
action of the controls chosen the point [zo; p. ] E Rn x I displaces to the point 
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[z (61); p (cl)1 E R” X I (see (1.2) and (1.3)). Next, the second player selects 
0, > 0 and the control V,(T) on [O, a,] and informs the first player, etc. These are 
the so-called o-strategies. 

bet jl be the linear mapping of R” into R*, where R* is a q-dimensional linear 
Euclidean space. For each t > 0 we consider the set 

A(t) ={yM: y=s rce(‘+nN d@ (r), p ([0, t] @ (Z)) = 1) 0.5) 

Using the weak compactness of aOball in W LO, t], we can show that for each t > 0 
the set A (t) is a convex compactum in RQ given by the system of inequalities (the 
asterisk denotes transposition) 

(y, 9) < max 11 N*eSB’n*$ II 
o,<+<t 

(1.6) 

We set A (0) = nt,, A (t). kt a closed set G be given in RQ. 
Definition 1. A game starting from a point [z; p] E R” x I can be com- 

pleted at an instant tI > 0 if for any o-strategy of the second player there exists a 

o-strategy of the first player such that nz ( t,) E G f p (t&41 (0). 
The following problem can be formulated in relation with the definition given. 

Problem 1. Given G C R” and tl > 0 ; determine the set of those points [z; 
pl E R” X I from which the game can be completed at the instant tI. 

2. We shall solve Problem 1 under the following assumptions: 

1) axeSBV = y (a) + k (T) S, Z>O 

2) IIN *etB*n*$’ 11 = p (r) c ($,), z > 0, Q E Rq 

4) G = a + ES, a E R’, a = const 

Here S is some compactum in Rq, convex and symmetric with respect to the origin, 
containing the zero vector as an interior point, c (q) is the support function of S 

c (44 = maxsEs (~~4) for ‘II, cz Rq 

k (T) and p (T) are continuous scalar functions, k (I) > 0, p (r) > 0 for ‘t > 0, 
y (T) is a continuous q-dimensional vector-valued function. 

From assumptions (1) and (2) and from (1.5). (1.6) we can get that 

{w E R’: w = i’~~e%(~)d~, v(z) E V} = (2.1) 
‘51 

+I+1 51+71 

1 Y(T)~z+ 1 kb4dr.S 
71 71 

(2.2) 

for any T1 > 0, T, > 0 . 
By t, we denote the largest of the numbers t > 0 for which 
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E- k(z)&>0 s 
0 

If this inequality is fulfilled for all t > 0, we set t, = + ao. 
Lemma 1. Let 0 < tl Q t,; in order that the game can be completed at the 

instant $1 from the point [Z; p] E R” X 1 , it is necessary and sufficient that 

ne*~~z+~y(r)dr-at~~m(11)+e-K1)S, K,=~k(r)ds (2.3) 
0 0 

Proof. Using the definition of the operation f (see Cl]), for example), we can 
show that 

(p.m (ti) + E - K,) s = (Pm (ri) f a) S’&S (2.4) 
(urn (*I) + E - 9,) s = pm (tt) 69 i- (eS%S) 

(2.5) 

Necessity. Suppose that (2.3) is not fulfilled ; then from (2.1) and (2.4) follows 

the existence of the control vi (z) E V measurable on [0, tJ , such that 

nets’ z + f*,,(f,:~)n 
s 

vs (t) ct.t - a g (pm (tl) + E) S (2.6) 

0 

Suppose the first player chose the control Qt, (z) E W [0, fl] satisfying (1.4). Then there 
exists h E [0, 11 such that 

hy = p (LO, *A, a, (r)), p (G) = (1 - A) p 

From this and from relations (1.5) and (2.2) follows the existence of a vector s1 E S 
such that *I 

s 
neffz+n AC-&D (z) = hP*n (tlf $1 

0 

Then from (2.6) it follows that 

*’ 5tz (tl) = rCe*lBz + 
5 

lie (fl-+)B VI (I$ dt + Xpt (tl) $1 ga + (i - A) pA (0) + 8s 

0 

because for any h E [O, 11 and a E S we have 

a - lpm (tl) s + (1 - h)~A,(O)+eSca+(~~n(t,)+e)S 

Sufficiency. Suppose (2.3) holds ; then from (2.5) follows the existence of si E 

S such that 
a&nz -#- 

f 
** n&-s)B v (=Y) dz‘ _t prr~ (*I) ai & a f eS (2.7) 

0 

for all functions v (t’) E V measurable on IO, tll . The proof of the sufficiency follows 

from (2.7) if we make use of (1.5) and (2.2). 
Let us now consider the case t, > ta. 

Theorem 1. In order that the game from the point [z; p] E Rn X 1 can be 

completed at an instant tl > t,, it is necessary and sufficient that 

n.is.+Sy(r)dr-a+m(t3~~~~,~=~~(t3S 

0 f. 
Proof. Necessity. For each integer j > 1 we define 

(2.8) 
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b(j) = i [( “5” k(z) dr) / m (tz + ia)], 
i=l &l-(i-l)~ 

cs = F 

As is easy to see 

Suppose that (2.8) is not fulfilled ; then a number ii exists such that 
t1 

’ rcetanz + s y (z) dr - a + m(h) b (id S = Pm (Q S (2.9) 

We set 
I 

k (z) df 
>I 

m (h + i%), 
t1 - tz 

q= v 

11 

Then we can write b (jl) = ql + qZ + . . . + qj,. 
From (2.9) and the convexity of compacturn S follows the existence of a nonzero 

vector q1 E RQ and a number Y > 0 such that 

(nesBz+ iy (r)dT - a, 21) ) + m(h) b (jl) c (%) > Pm VI) c WI) -I- v c2a lo) 

Let the vector si E S be such that c ($r) = (S~, $1). From (2.1) follows the exis- 
tence of a function v1 (r) measurable on [0, a,] , such that 

rce(fl+l)B fe(‘+7)+l (z) dz = f y (z) dz + i k (z) dz ..sl (2.11) 
0 h--o1 t1-01 

Let us show that if the second player takes 0, and v1 (r) E ‘v on (0, a,], then for 
any control t1-01 (2.12) 

ne(tt-al)Bz (al) + $ y (T) dr - a + m (tl - 01) (b (jl) - Q) S = P (01) m (h - ‘1) s 
0 

E$J virtue of (1.4) and (2.2) we can assume that there exist a E S and h E [O, 11 
such that 

(2.13) 

Then, from (2.11) and (2.14) follows 

+a1 

~e(ti-~l)nz (ol) + 5 y (r) dz = rcetlBz + f y (r) dr + 
0 0 

t1 

s 
k(z) dz.sl + hp maxt,-a,~T& (T)*s 

h--a1 

(2.15) 

Let P < b (jl) - qj, ; then (2.12) always holds since 

P (o,) = (1 - A)P < b (ii) - qj, 

We now examine the case when l.t > b (j,) - qj,s If h E [O, I] is such that 

p (01) < b (j,) - qj,, then (2.12) holds. Let us consider h E [O, I] such that 
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(2.16) 

~2 @I - 4 (6 01) - rid c ($1) - 
(1 - hIw&- dctw + v = g(h) 

We can show that the ine~uali~ g (A) > v is fulfilled for h E [O, 11 and satisfying 

(2.16) ; this signifies that (2,12) holds. 
Repeating this argument jz times we find the second player’s u-strategy such that 

is fulfilled at the instant ta - ts for any d-strategy of the first player; here of = or. 
The application of Lemma 1 completes the proof of necessity. 

Sufficiency. Suppose (2.8) holds ; then 

must necessarily be fulfilled. Since m (Q > m (r) 

(2.18) 

for any u E It,, t,l , From (2.8), (2.17) and (2.18) follows 

fl il 

IC~+Z + { y (T) dz - a I- 1 k b> dz X 

t2 fz 

(2.19) 

Suppose that the second player had selected 0 < $ < tl - t, and the control 
V, (T) c!Z v on [O, ~~1 ; then there exists a, E s such that (2.11) holds. 

Jet us first consider the case m (El - OX) < m ItI). Then, according to (2.,19), 

there exists s, E S such that (2.20) 
ti ? 

rreflBz t_ S y (z) d’c’ - a + \ k(z)drs,+m(r3(P- 

tn it---ol 
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where 8 E R* is the zero vector. For ss E 5’ we can find a function @ (r) E 

W LO, ~~1, r-, (IO, 0~1, CD (T)) = 1 such that 

ne(tl-ol)B fd”+JBN d@ (z) = maxtl_-o,~7GtlP (Z) * s2 = m (tl) S2 (2.21) 

0 

To the first player we assign the control 

Then, by virtue of (2.20) and (2.21) 

In addition 

ne(tl--al)Bz (al) + 1 y (%) dr - a = 0 

0 

ti--ol 

Cl(%) = 
$ 
h 

Consequently. 
L--o1 t1--al (2.22) 

rce(tl-al)Bz (al) $ 1 Y (r) dr - a + m (tr - ai), k&.SC~(a@(r,-cr)S 
* (4 

Now let m ( tl “- 
1 

CT,) = m (tl) ; then we assig; C& (z) 3 0 to the first player. 

Since strict equality obtains in (2.18) when m (tl - 0,) = m (Q , the left hand side 

of inclusion (2.22) equals 

Thus we have shown that the first player can always maintain the inclusion (2.22). 

Consequently, the inclusion 

rcettnz (tl - t2) + i y (z) dz - a E p @I - h) m (t2)? 
0 

is fulfilled at the instant ti - ts . The proof is completed by an application of Lemma 1. 

We consider now the case a = 0. 
Theorem 2. (1) Let ‘: 

lim 
s 

s-@& 

sdr<+co 

In order that the game from the point [z; ~1 E R” X 1 can be completed at an inst- 

ant t,, it is necessary and sufficient that 
h tl 

rcetlBz + 
s 

y (z) dz - a + m (tl) 
s 

$$-dt.Sc pm(t,) S 
0 0 

2) Let t1 

lim 
s-4 

-#dz=+oc 

Then it is impossible to complete the game at an instant tt > 0 from any point 

[z; ,ul E R” X I . 
The proof of this theorem is analogous to that of Theorem 1. 

3. We present several examples illustrating Theorems 1 and 2. 
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Example 1. Let the equations of motion be of form (1.1). We assume V to be 
a convex compacturn in Rn , symmetric with respect to the origin. Let R4 = Rl and 
let set G be the segment [al, %I. For 4 = i the matrix n is an n-dimensional row- 
vector. We denote the segment [- 1, I] by S ; then G=afeS,where a=(aif 
e2) / 2, a = (e2 - ei) / 2. It is not difficult to verify that the assumptions (l), (2), (4) 
stated in Sect. 2, are fulfilled , and 

P (7) = II N*eTB*n* II, Y (z) = 0, k (z) = max (ezB’ n.*, v) 
WZV 

For the fulfillment of assumption (3) we require b (a) > 0 for 0 < z < u, where c is 

some number. 

Example 2. Consider a game in which the equations of motion are 

dz, = z&t + vdt, dz, = k,z,dt + k,z,dt + d4, 

where zi, z2 are r-dimensional vectors, k, and & are some numbers. It is easy to see 

that 
N= 

8 II il E 

where E and 8 are the r-dimensional unit and zero matrices, respectively. In Rr we 

define the set 
S={WER~:(W,+)<<]$II for ‘J,ER’) 

We assume that v E 6s, where 6 > 0. We set Q = r and n = (E, 0) ; then nz E ES 

signifies that z1 E ES. Assumptions (1) - (4) are fulfilled in this example, and 

3te5n V = 6 I a (T) 1 S, 11 N*eTB’ n*$ II = I y PI I II WJ 

Here a (T) and y (T) are the solutions of the following equations: 

a” = k,a + k,a' , a (0) = 1, a’ (0) = 0 

y” = k,y + k,y’, y (0) = 0, y’ (0) = 1 

Example 3. Let the equations of motion have the form 

dz, = z,dt, dz, = -klz,dt + B,z,dt + d@ 

dy, = yzdt, dy, = -k,y,dt + B,y,dt i- vdt 

Here zlr z%, yl, yz are r-dimensional vectors, k,, k, are some numbers, B, and B, are 
constant ( r x r )-matrices satisfying the conditions 

Bi* = -Bi, Bi2 = -Ui’E, i=i,2 

where Oi are certain nonnegative numbers, E is the r-dimensional unit matrix. We 
assume that v E 6S, where S is the r-dimensional closed Euclidean sphere of unit 

radius, 6 > 0. We take the Euclidean norm as the norm in R’ ; then (see C6], forexam- 

We set q = r and n = (E, 0, -E, 0); then rcz E ES signifies that z1 - y1 E es. We 
can verify that 

are’n V = 6a (z) S, II N *erB* n*O !I = B (7) /I 11, II 

where 
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cos co+ dt, gi (z) = \ eki’ sin wit dt, t = 1,2 

0 0 
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We study the conditions for the controllability nf a dynamic system whose 
behavior in a finite-dimensional phase space is described by a nonlinear dif- 

ferential equation. The results obtained complement the investigations in 

Cl- 101. 

1. Deffnitionc rnd formulatlonr of results. Let R” be an n-dimen- 
sional arithmetic space of points z = co1 (xc,, . . . . 5,) with norm 1 . I. We examine 
the system 

z’ = A (t)s + B (t)u + cp (t, 5, u), .z E R", u E R", t E tt,, co) 0.1) 

Here the real ( n X n ) and ( n X m ) matrices A (t) and B (t) are continuous for 

t E [to, m); the real function cp (t, x, u) is continuous in the collection of argu- 

ments (t, 5, U) E Ito, co) x R"x R". We say that the control u. (t), t E 1 = 
[to, t,] translates the position (to, x0) of system (1.1) into the position (tl, 0) if the 
solution Z. (t) , satisfying the initial condition z (to) = x0 of system (1.1) under con- 
trol u = U. (t) is defined for all t E 1, is unique on I , and passes through the point 
x1 = 0 at instant tl : x0 (tJ --_ 0. 


